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Taxonomy of Human Rights Risks 
Connected to Generative AI
Supplement to B-Tech’s Foundational Paper on the 
Responsible Development and Deployment of Generative AI

About this Paper
As a supplement to the UN B-Tech Project’s foundational paper on generative AI, this document explores 
human rights risks stemming from the development, deployment, and use of generative AI technology. 
Establishing such a rights-based taxonomy is crucial for understanding how the United Nations Guiding 
Principles on Business and Human Rights (UNGPs) should be operationalised in addressing human 
rights risks connected to generative AI.

This taxonomy is concerned with demonstrating how the most significant harms to people related to 
generative AI are in fact impacts on internationally agreed human rights.

WHY HUMAN RIGHTS?

Public discourse around generative AI has broadly acknowledged some, though not all, of the ways this 
technology may negatively impact people and society. However, this discussion is often not framed in 
terms of how these impacts may undermine entitlements guaranteed by international human rights law. 
There are a number of logical and practical benefits to being precise about how generative AI may 
adversely impact human rights, in particular that:

 – International human rights are currently the only internationally agreed set of moral and legal 
norms collectively expressed by humanity as central to living a life of dignity and respect. 

 – Focusing on human rights reinforces that existing State duties to protect human rights and corporate 
responsibilities to respect human rights can, and should be, invoked to govern generative AI.

 – Human rights provide a focus on positive and negative outcomes that reach a threshold of 
impacting individuals’ basic dignity.

 – Focusing on human rights gives companies, regulators and civil society a well-established list of 
impacts against which to assess and address the impacts of generative AI systems.

 – Human rights are connected to at-risk stakeholders’ lived experience, and are also more specific 
than terms often used to describe the characteristics of generative AI systems, including ‘”safe”, 
“fair”, “responsible” or “ethical”.
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 – There are international, regional and national social movements and institutions already tasked 
with promoting and protecting human rights, many of which are also actively engaged in 
elaborating what certain rights mean in new contexts.

The goal of this document is thus to provide a framework for understanding how negative societal 
impacts connected to generative AI products and services often also rise to the level of harming 
internationally protected human rights. Notably, these human rights impacts are often heightened for 
groups or populations already at elevated risk of becoming vulnerable or marginalised, including 
women and girls. Moreover, in some cases the societal and geographic contexts in which these impacts 
occur may heighten the saliency of risks, for example where adverse rights impacts occur in Global 
South contexts.

HUMAN RIGHTS RISKS

This taxonomy examines human rights that may be adversely impacted by generative AI, providing real 
world examples for each right. These rights, listed below by order of their appearance in the Universal 
Declaration of Human Rights (UDHR), are:

 – Freedom from Physical and Psychological Harm

 – Right to Equality Before the Law and to Protection against Discrimination

 – Right to Privacy

 – Right to Own Property

 – Freedom of Thought, Religion, Conscience and Opinion

 – Freedom of Expression and Access to Information

 – Right to Take Part in Public Affairs

 – Right to Work and to Gain a Living

 – Rights of the Child

 – Rights to Culture, Art and Science

Below, the taxonomy considers these rights in turn, providing for each: a summary of why the right is at 
risk from the development, deployment and/or use of generative AI; a selected list of key international 
human rights law articles pertaining to the right; and a list of real world examples in which generative 
AI may threaten the right in some way, including sources.

While the taxonomy does not attempt to comprehensively list all potential risks to human rights, it 
does offer an examination of some of the main ways in which human rights are currently at risk from 
generative AI. Many of these human rights risks may have been associated with earlier forms of AI, 
but risks may be, or in some cases already have been, altered or exacerbated by the particularities of 
generative AI. In other instances, harms linked to generative AI have manifested in novel ways. 

As noted in the taxonomy’s conclusion, generative AI is evolving rapidly. As use cases for this technology 
expand, and as the technology itself becomes better understood, additional associated risks to human 
rights will inevitably appear. The taxonomy is largely concerned with human rights risks and impacts 
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that are currently being observed or may soon be. Other potential risks are still emerging and in the 
future may represent some of the most serious threats to human rights linked to generative AI. In all 
cases, the taxonomy focuses on how generative AI specifically–rather than AI more broadly–poses risks 
to human rights.

Finally, it should also be noted that human rights are interrelated and interdependent. A single use 
case of generative AI may place several fundamental rights at risk, depending on factors such as the 
geography in which such systems are deployed, which groups of rightsholders are affected, and in 
which sector generative AI systems are used.
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Freedom from Physical and Psychological Harm

SUMMARY 

The right to bodily security, guaranteed across the international human rights framework, may be placed 
at risk from generative AI systems in various ways. In some cases,  inadvertent misinformation originating 
in generative AI may lead to negative impacts on these rights, e.g., by causing harm to individuals’ mental 
health. In others, generative AI model outputs may be used to intentionally threaten individuals’ physical or 
psychological security or personal liberty. While some generative AI developers have enacted safeguards to 
prevent models from outputting such information, some safeguards are still reportedly easily circumvented.1  
Further, where models rely on human data labelling to assess the illegal or harmful nature of outputs, the 
speed with which such outputs can be removed may lag, allowing adverse rights impacts to proliferate.2 

RELEVANT HUMAN RIGHTS INSTRUMENTS

 – “Everyone has the right to life, liberty, and security of person” (UDHR Art. 3)

 – “No one shall be subjected to torture or to cruel, inhuman, or degrading treatment or punishment” 
(UDHR Art. 5)

 – “Every individual shall have the right to enjoy the best attainable state of physical and mental health” 
(ICCPR Art. 16)

 – “No one shall be subjected to arbitrary arrest or detention.” (ICCPR Art. 9)

RISK EXAMPLES

 – Disinformation created with generative AI may be used in ways that risk inciting targeted physical 
violence against specific individuals or groups,3 or destabilising societies in ways that risk inciting 
widespread, sporadic, or random violence (in relation to fictional terrorist attacks, coups, or electoral 
fraud, for example).

 – Image and video generators may be used to create non-consensual sexualised content, including 
synthetic sexualised depictions of real, non-consenting individuals (“deepfake pornography”) and/or 
depictions of violent sexual imagery.4 Such generators may also be used to create child sexual abuse 
material.5 In all cases, women and girls are at heightened risk.6 

 – Generative AI systems may mistakenly hallucinate false information. Some such misinformation may 
risk inciting physical violence against specific individuals or groups or exposing them to arbitrary 
deprivation of liberty.7 In other cases, generative AI misinformation may encourage users to take 
actions that put their own physical or psychological well-being at risk,8 especially those in vulnerable 
groups (e.g., individuals in mental health crisis).9 

 – Generative AI may be used to facilitate or enable human trafficking by creating content that is used 
to groom or lure individuals into situations of exploitation. As is the case with human trafficking in 
general, women and children are at greatest risk.10
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Right to Equality Before the Law and to 
Protection against Discrimination

SUMMARY 

The international human rights framework grants all people the right to equal protection against 
discrimination. The outputs of generative AI models are known to reflect cultural biases that are present in 
training datasets and on the internet at large.11 This may result in the dissemination of harmful stereotypes 
based on race, colour, sex, language, religion, political or other opinion, national or social origin, 
property, birth or other status, amplifying discrimination and existing socio-economic inequalities.

RELEVANT HUMAN RIGHTS INSTRUMENTS

 – “Everyone is entitled to all the rights and freedoms set forth in this Declaration, without distinction of 
any kind, such as race, colour, sex, language, religion, political or other opinion, national or social 
origin, property, birth or other status.” (UDHR Art. 2)

 – “All are equal before the law and are entitled without any discrimination to equal protection of the 
law. All are entitled to equal protection against discrimination in violation of this Declaration and 
against any incitement to such discrimination” (UDHR Art. 7)

RISK EXAMPLES

 – Generative AI models may produce derogatory or otherwise harmful outputs pertaining to people 
with marginalised identities, amplifying false and harmful stereotypes and facilitating various forms 
of discrimination throughout society.12 

 – Outputs of generative AI models often overrepresent culturally hegemonic groups (white, Western, 
male, heterosexual, cisgender, those who benefit from legacies of colonialism, etc.), which may lead 
to misrepresentation or underrepresentation of other groups at scale. This can entrench detrimental 
stereotypes, exacerbate biases and discrimination, and limit the ability of marginalised groups or 
individuals to exercise control over the representation of their identities in media and across the internet.13 

 – “Low resource languages” are often underrepresented in generative AI training datasets,14 leading 
to underperformance of generative AI systems for speakers of these languages.15 Underperformance 
of generative AI for users from certain linguistic, geographic, and cultural backgrounds may in itself 
constitute a form of discrimination, and threatens to widen the growing digital divide between high-
resource and low-resource countries.

 – Like other AI technologies used for automated decision-making (e.g., predictive policing or predictive 
recidivism technologies) generative AI models that are used for decision-making purposes may 
facilitate discrimination.16 

 – The concentration of generative AI development in the Global North serves to “[accelerate] 
exponentially the generation and processing of data” in these countries, exacerbating existing “data 
poverty” issues elsewhere in the world.17 A lack of access to data has negative implications for 
economic development and thus for a variety of fundamental rights.
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Right to Privacy

SUMMARY 

Generative AI raises a number of concerns related to the right to privacy. Earlier iterations of AI have 
also been associated with these concerns, but some of the technical characteristics of generative AI 
models suggest a heightened risk of facilitating adverse impacts to these rights. These include the vast 
quantities of training data scraped from the internet by some large language models; large language 
models’ reliance on ingesting data from individual users in the form of text prompts; and generative AI 
systems’ capacity to create harmful, false and convincing content that may be used to directly attack an 
individual’s privacy, honour or reputation.

RELEVANT HUMAN RIGHTS INSTRUMENTS

 – “No one shall be subjected to arbitrary interference with their privacy, family, home or correspondence, 
nor to attacks upon their honour and reputation” (UDHR Art. 12)

RISK EXAMPLES

 – Training data ingested by generative AI models may contain personally identifying information and 
other types of sensitive or private information in ways associated with novel privacy concerns.18 Users’ 
ability to provide informed consent to the collection, use and storage of their data for training of 
generative AI models may be compromised by the use of web-scraped datasets.19 

 – Users may input private or sensitive information into generative AI model prompts without fully 
understanding how their data will be collected, stored, and used. This data is often used to re-train 
models,20 and it is unclear to what extent such sensitive information could reappear in subsequent model 
outputs to other users.

 – The large scale collection, storage, and processing of data (including sensitive personal data) associated 
with generative AI models may increase vulnerabilities and user exposure to data breaches, hacks, and 
other security breaches. Some generative AI models can reportedly be hacked to extract copies of the 
data on which they were trained via “model inversion.”21 

 – Data collected by generative AI models from users may be aggregated and sold without users’ 
informed consent. 

 – Generative AI tools greatly reduce the difficulty of analysing and summarising massive corpuses of text 
data, including social media content. In some contexts, this may supercharge existing forms of State 
surveillance that risk privacy violations on a large scale.

 – The capacity of generative AI to create individually targeted advertisements at scale may incentivize 
businesses to collect ever more personal information from users, with negative effects on the right to 
privacy.22

 – Broadly, the generation of false, defamatory information pertaining to specific individuals constitutes 
an attack on a person’s honour and reputation.23 This may result from the intentional use of generative 
AI models to create and disseminate defamatory disinformation24 or the unintentional hallucinations of 
generative AI models.25
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Right to Own Property

SUMMARY 

Generative AI models’ ingestion of large quantities of data may entail adverse impacts to individuals’ 
right to own moral and intellectual property. Training processes for some generative AI models may 
involve the unauthorised use of protected works, adversely impacting those works’ original authors’ 
right to own property. The capacity of generative AI systems to create content that mimics existing works 
by human creators also threatens original authors’ property rights.

RELEVANT HUMAN RIGHTS INSTRUMENTS

 – “Everyone has the right to own property alone as well as in association with others [...] No one shall 
be arbitrarily deprived of his property.” (UDHR Art. 17)

 – “Everyone has the right to the protection of the moral and material interests resulting from any 
scientific, literary, or artistic production of which they are the author.” (UDHR Art. 27 (2))

RISK EXAMPLES

 – Some generative AI models are trained on large quantities of text scraped from the internet, which 
may include sources that are intellectually protected.26 This in itself can constitute an adverse impact to 
individuals’ right to own property and protection of material interests where original authors have not 
given consent for their works to be used for training purposes.27 

 – Users may be able to use generative AI models trained on copyrighted data to generate content in the 
likeness of the original works of others in ways that negatively impact original authors’ right to property.28 

 – In some cases, generative AI models may directly reproduce the original works of others, further 
adversely impacting original authors’ right to property.29  

 – Generative AI models may be used to produce more effective content for cybersecurity attacks such as 
spam, phishing, or data breaches, resulting in loss or damage of property.30
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Freedom of Thought, Religion, 
Conscience, and Opinion

SUMMARY 

The autonomy to freely form and hold opinions is a core element of the international human rights 
framework. Human rights experts have previously warned that AI technology risks “invisibly [supplanting, 
manipulating or interfering] with the ability of individuals to form and hold their opinions...”31  Generative 
AI may pose a heightened risk in this area. Many users will find it difficult to discern what internet content 
is synthetic and what is genuine–a recent study suggests that humans may actually be more likely to 
believe false information when it is created with generative AI tools.32 Moreover, many generative AI 
systems that involve direct interaction with users are designed to mimic forms of human communication. 
When enacted without proper consent, these characteristics indicate a heightened risk that individuals’ 
thoughts and opinions may be unduly and invisibly influenced by generative AI.

RELEVANT HUMAN RIGHTS INSTRUMENTS

 – “Everyone shall have the right to freedom of thought, conscience and religion. … No one shall be 
subject to coercion which would impair his freedom to have or to adopt a religion or belief of his 
choice.” (UDHR Art. 18)

 – “Everyone has the right to freedom of opinion and expression; this right includes freedom to hold 
opinions without interference and to seek, receive and impart information and ideas through any 
media and regardless of frontiers” (UDHR Art. 19)

 – “Article 18 [ICCPR] does not permit any limitations whatsoever on the freedom of thought and 
conscience.” (Human Rights Committee General Comment 22, para. 3)

RISK EXAMPLES

 – The online dissemination of false information created with generative AI may threaten the right to free 
thought and opinion of internet users who encounter that information without knowing that it is false or 
of synthetic origin.33 This could include, for example, manipulation of individuals’ beliefs about politics 
or science through the spread of targeted disinformation intentionally created with generative AI tools 
or misinformation hallucinated by generative AI models.34 

 – Users’ reliance on generative AI systems to formulate their ideas may also pose a risk to freedom of 
thought and opinion. Where people using generative AI tools to develop and express their thoughts 
incorporate incorrect, biased or incomplete information outputted by generative AI systems into their 
ideas, users’ thinking may be manipulated in unforeseen ways.

 – Some generative AI systems that involve direct user interaction are designed to mimic the communication 
patterns of human beings more than others.35 Where such systems fail to make users sufficiently aware 
that they are not communicating with a human, users’ ability to form opinions free of manipulation may 
be infringed. Even where users know intellectually that they are interacting with a machine, a generative 
AI system that is intentionally anthropomorphised to mimic a human may still infringe on these rights to 
free thought and opinion.

Continued on next page
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Freedom of Thought, Religion, Conscience, and Opinion, continued

 – Where generative AI systems fail to communicate to users about limitations on a system’s performance 
or training data, this may also negatively impact the right to freedom of opinion. For example, where 
users are unaware that a system was only trained on information up until a certain date, or trained 
to prioritise certain viewpoints, they may unknowingly form opinions on the basis of incorrect and 
outdated model outputs.36 

 – The capacity of generative AI to create individually targeted advertisements at scale may grant 
businesses an unprecedented level of influence over internet users, in ways that may threaten the right 
to freedom of thought and opinion.37 
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Freedom of Expression and  
Access to Information

SUMMARY 

The right to free expression is both a fundamental human right unto itself and core to a variety of 
other rights. Moreover, the right to access reliable information is a key element of the right to free 
expression.38 Where individuals are prevented from accessing factual information or from determining 
what information is factual and what is not, the right to free expression is infringed. Generative AI–
including the capacity to rapidly produce false content that appears human-generated and authoritative 
at scale–may pose risks to the right to free expression in various ways.

RELEVANT HUMAN RIGHTS INSTRUMENTS

 – “Everyone has the right to freedom of opinion and expression; this right includes freedom to hold 
opinions without interference and to seek, receive and impart information and ideas through any 
media and regardless of frontiers” (UDHR Art. 19)

 – “Freedom of information requires as an indispensable element of willingness and capacity to employ 
its privileges without abuse. It requires as a basic discipline the moral obligation to seek the facts 
without prejudice and to spread knowledge without malicious intent” (UNGA Resolution 59 of 1949)

RISK EXAMPLES

 – Generative AI may be leveraged by malicious actors to create false but convincing content that is 
weaponised in targeted ways to threaten free expression–for example, the use of generative AI-created 
disinformation to harass journalists or political opponents into self-censorship.39 Female public figures 
are especially at risk of targeted online harassment.40 

 – The proliferation of inaccurate internet content created with generative AI tools–whether disinformation 
or misinformation–may drown out or obscure evidence-based and fact-checked information online, 
broadly threatening individuals’ and communities’ right to access information. The consequences of this, 
including an erosion of public trust in news media and political processes41, may negatively impact a 
variety of other rights as well as democratic governance more broadly.

 – The underperformance of generative AI systems for speakers of low resource languages threatens these 
communities’ right to freely express themselves using generative AI,42 including by limiting their ability 
to access information through generative AI systems.

 – The tendency of generative AI model outputs to overrepresent culturally hegemonic groups may result 
in a failure to produce a diversity of opinions and information by and about minority or historically 
oppressed groups. The resulting dearth of this information in online spaces represents a risk to the right 
to access information broadly.

 – Overbroad moderation of generative AI output may result in limitations to freedom of expression (e.g., 
prohibiting users from generating graphic outputs which may be intended for purposes of artistic 
expression or satire, or limiting the potential of generative AI to aid individuals with disabilities in 
communicating their thoughts or emotions).
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Right to Take Part in Public Affairs
SUMMARY 

Recent electoral processes have been negatively impacted by an erosion of public trust in political 
processes and democratic institutions, in part fuelled by targeted campaigns using disinformation and 
misinformation on multiple media channels.43 The organized spread of disinformation, in conjunction 
with other factors, can negatively impact the rights of individuals and communities to freely participate 
in public affairs in various ways.44 Worryingly, generative AI-created content, often resting on statements 
made by political actors, expands this risk. False but convincing content resulting from generative AI 
platforms, including in the form of deepfakes, is now easier to produce at scale and could undermine 
the right to participate in public affairs around the world.45 While some generative AI developers have 
announced plans to introduce safeguards, such as efforts to prevent AI chatbots from impersonating real 
candidates or government officials or watermarking AI images,46 this is an area of concern in view of the 
scale and speed with which such content can spread, and the difficulty of fact-checking this information.47 

RELEVANT HUMAN RIGHTS INSTRUMENTS

 – “Everyone has the right to take part in the government of his country, directly or through freely chosen 
representatives.

 – Everyone has the right of equal access to public service in his country.

 – The will of the people shall be the basis of the authority of government; this will shall be expressed in 
periodic and genuine elections which shall be by universal and equal suffrage and shall be held by 
secret vote or by equivalent free voting procedures.” (UDHR Art. 21)

 – “Every citizen shall have the right and the opportunity, without any of the distinctions mentioned in 
article 2 and without unreasonable restrictions:

a. To take part in the conduct of public affairs, directly or through freely chosen representatives;

b. To vote and to be elected at genuine periodic elections which shall be by universal and equal 
suffrage and shall be held by secret ballot, guaranteeing the free expression of the will of the 
electors;

c. To have access, on general terms of equality, to public service in his country.” (ICCPR Art. 25)

RISK EXAMPLES

 – Generative AI audio and/or video deepfakes featuring false depictions of political figures or depictions 
of fictional events with political significance may negatively impact individuals’ right to vote freely for 
candidates or causes of their choosing. For example, individuals engaging with sophisticated deepfake 
depictions of politicians making fictional statements may unknowingly have their political beliefs altered 
based on falsehoods, hindering their ability to exercise their right to participate in public affairs, and 
potentially affecting the guarantee to an election which expresses the free expression of the will of the 
voters.48 Even where deepfakes are not expressly presented as authentic, convincing depictions of real 
political figures may confuse voters and negatively impact their rights.49 
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Right to Take Part in Public Affairs, continued

 – Deepfakes may also be used to suppress voter turnout. For example, fake depictions of election officials 
may disseminate false but convincing information about voting hours, location, eligibility, etc. This in 
turn can serve to disenfranchise voters. Alternatively, deepfakes of political candidates may falsely 
suggest that candidates are withdrawing from elections.50  

 – Generative AI may also pose risks to election processes and security. For example, deepfakes 
impersonating election officials may allow malicious actors to gain access to sensitive election security 
or administration information. 

 – Text content created with generative AI, for example in the form of fraudulent but authoritative-appearing 
statements or press releases from government agencies or political campaigns produced at scale, may 
also impact the right to participate in public affairs.51 

 – Where individuals form political opinions based on conversations with chatbots, generative AI’s tendency 
to hallucinate false information may result in voters’ political beliefs being manipulated through incorrect 
information from what they believe is an authoritative source.52 

 – Chatbots and other generative AI platforms may be used to automate the process of influencing public 
political opinion online through huge numbers of internet comments and social media posts related to 
politics. While this may not represent a risk to human rights in and of itself, in the hands of malicious 
actors these tools may greatly ease the launching of targeted campaigns to undermine free political 
processes in ways that do threaten the right to participate in public affairs.53
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Right to Work and to Gain a Living

SUMMARY 

Generative AI carries the potential to drastically alter economic and labour markets, as well as daily 
work practices. While some changes to the way humans work are inevitable as a result of technological 
advancement, generative AI is likely to have substantial economic and labour impacts that affect 
individuals’ right to work and gain a living in a number of ways. Moreover, the deployment of generative 
AI in labour settings will disparately affect different groups of rightsholders and categories of jobs.

RELEVANT HUMAN RIGHTS INSTRUMENTS

 – “Everyone has the right to work, to free choice of employment, to just and favourable conditions of 
work and to protection against unemployment.” (UDHR Art. 23 (1))

 – “The States Parties to the present Covenant recognise the right to work, which includes the right of 
everyone to the opportunity to gain his living by work which he freely chooses or accepts, and will 
take appropriate steps to safeguard this right” (ICESCR Art. 6 (1))

 – The States Parties to the present Covenant recognise the right of everyone to the enjoyment of just and 
favourable conditions of work” (ICESCR Art. 7)

 – “Each Member which ratifies this Convention shall promote continuous improvement of occupational 
safety and health to prevent occupational injuries, diseases and deaths, by the development, in 
consultation with the most representative organisations of employers and workers, of a national 
policy, national system and national programme.” (ILO Promotional Framework for Occupational 
Safety and Health Convention Art. 2)

 – “Workers and employers, without distinction whatsoever, shall have the right to establish and, 
subject only to the rules of the organisation concerned, to join organisations of their own choosing 
without previous authorisation.” (ILO Freedom of Association and Protection of the Right to Organise 
Convention Art. 2)

 – “Each Member for which this Convention is in force undertakes to declare and pursue a national 
policy designed to promote, by methods appropriate to national conditions and practice, equality of 
opportunity and treatment in respect of employment and occupation, with a view to eliminating any 
discrimination in respect thereof.” (ILO Discrimination (Employment and Occupation) Convention Art. 2)

RISK EXAMPLES

 – Companies may replace workers with generative AI tools54 or pause hiring for roles that may be 
performed by generative AI in the future.55 This displacement, especially where social safety nets are 
weak or non-existent, may threaten individuals’ right to protection against unemployment. The categories 
of workers most likely to be displaced, such as clerical workers,56 may mean disproportionate job losses 
among specific groups who are heavily represented in these professions, including women.57 

 – Human creatives are at elevated risk of being displaced by generative AI. Human artists in various 
fields have already been replaced by generative AI-created content58 and some artists have engaged 
in collective bargaining in response.59 

Continued on next page
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Right to Work and to Gain a Living, continued

 – Workers engaged in labour disputes with employers may be at heightened risk of being replaced 
with generative AI tools, with implications for workers’ rights to association and protection against 
unemployment.60 

 – Generative AI models may be used by companies to monitor employee performance, raising concerns 
about the accuracy of such tools. Chatbots used to create employee performance reviews, for example, 
could introduce biases based on gender, race, or age.61 

 – The development of some generative AI systems requires data labelling to be performed by humans. 
Some generative AI developers have reportedly outsourced this work to workers in low-income countries 
who have described exploitative working conditions.62 

 – Chatbots and other generative AI-assisted search tools may direct users away from source websites 
where information is hosted. Resulting reductions in website traffic may cause small-medium sized online 
businesses to lose advertising revenue.63 
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Rights of the Child

SUMMARY 

Children are especially susceptible to human rights harms linked to generative AI. Children are less 
capable of discerning synthetic content from genuine content, identifying inaccurate information, and 
understanding that they are interacting with a machine rather than a human being. These dynamics 
place children at heightened risk of adverse human rights impacts.

RELEVANT HUMAN RIGHTS INSTRUMENTS

 – “Motherhood and childhood are entitled to special care and assistance. All children, whether born in 
or out of wedlock, shall enjoy the same social protection” (UDHR Art. 25)

 – “State Parties shall ensure to the maximum extent possible the survival and development of the child” 
(CRC Art. 6 (2))

 – “State Parties recognise the important function performed by the mass media and shall ensure that the 
child has access to information and material from a diversity of national and international sources, 
especially those aimed at the promotion of his or her social, spiritual and moral well-being and 
physical and mental health.” (CRC Art. 17)

 – “State Parties shall take all appropriate legislative, administrative, social and educational measures 
to protect the child from all forms of physical or mental violence, injury or abuse, neglect or negligent 
treatment, maltreatment or exploitation, including sexual abuse” (CRC Art. 19 (1))

RISK EXAMPLES

 – Generative AI models or social media applications that utilise generative AI may lack age-appropriate 
restrictions, allowing underage users to share private information64 or be exposed to content that 
is inappropriate or damaging for their age (e.g., online content pertaining to self harm or eating 
disorders,65 which has proven especially damaging to girls historically66).

 – Underage users may be more likely to turn to generative AI chatbots for advice on topics such as sexual 
health; the advice dispensed may contain misinformation that puts children at risk.67 

 – Generative AI models may affect or limit children’s cognitive or behavioural development where there 
is over-reliance on these models’ outputs, for example when children use these tools as a substitute 
for learning in educational settings. These use cases may also cause children to unknowingly adopt 
incorrect or biased understandings of historical events, societal trends, etc.68 

 – Generative AI models may create new avenues for children to be exposed to harmful content. Children may 
be more susceptible to misinformation, scams, or phishing attacks facilitated by generative AI models.69 
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Rights to Culture, Art and Science

SUMMARY 

All people have equal rights to participate in culture, enjoy art, and benefit from scientific progress. 
These rights may be placed at risk by generative AI in various ways. The tendency of generative AI 
models to overrepresent certain cultures to the disadvantage of others in both their development and 
their outputs make these systems less accessible to and useful for diverse populations and speakers of 
low resource languages. Moreover, the capacity for generative AI outputs to supplant human-created 
art suggests further negative implications for the right cultural and artistic enjoyment.

RELEVANT HUMAN RIGHTS INSTRUMENTS

 – “Everyone has the right freely to participate in the cultural life of the community, to enjoy the arts and 
to share in scientific advancement and its benefits” (UDHR Art. 27)

 – “Everyone has the right to enjoy the benefits of scientific progress and its applications” (ICESCR Art. 15)

RISK EXAMPLES

 – Where synthetic artistic content created by generative AI crowds out human-created art in on and offline 
spaces, this has broad negative implications for the rights to enjoyment of art and culture.70 

 – The under-performance of generative AI systems for speakers of low resource languages threatens these 
individuals’ right to share in the scientific advancement that generative AI represents.

 – The concentration of generative AI development in the U.S. and Europe71–especially in closed source 
development settings– may make generative AI systems less capable of producing outputs that accurately 
represent the cultural values, beliefs and practices of users from diverse geographies.72 This may dissuade 
individuals from these cultures from using and benefiting from generative AI technology, imperilling their 
right to participate in culture. 
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Generative AI is a technology with wide-ranging impacts. To be sure, some of these impacts will be 
beneficial both for economic productivity and for the enhancement of human rights themselves. For 
example, generative AI, if developed, deployed and used responsibly, has the capacity to improve 
access to information, enable free expression, and potentially enhance the rights to health, education, 
due process, and access to public services, among others.

However, as detailed in this taxonomy, generative AI is also giving rise to risks to human rights. 
In some cases, generative AI is altering the scope of human rights risks already associated with 
some digital technologies. For example, online misinformation and disinformation are known to pose 
risks to free expression, and generative AI’s capacity to create convincing, false content at scale is 
exacerbating those risks.  Likewise, excessive collection of user data by businesses is a well known 
risk to the right to privacy. As the growth of generative AI shifts modalities of digital content creation 
away from word processors and other programs whose data is held locally on individual devices 
and toward chatbots and other platforms that grant businesses access to data inputted via user text 
prompts, the resulting quantum leap in the amount of user data held by companies is heightening 
existing privacy concerns.

In other cases, characteristics unique to generative AI are leading to human rights risks that differ not 
only in scope, but also in kind. For example, the intertwining of human agency with generative AI as 
people increasingly rely on these tools to develop and express their thoughts poses a risk to freedom 
of opinion and thought in novel ways that are only beginning to be observed. Elsewhere, generative 
AI is increasingly making powerful computer programming capacities that used to reside primarily in 
large organisations available to smaller organisations and individuals. Malicious actors’ newfound 
access to these capabilities is opening up new avenues of risks to human rights, including privacy 
and property rights.73 

Finally, generative AI is likely to pose additional risks to human rights that will emerge over the 
medium term. As this transformative technology evolves, and as corporate and government use cases 
evolve with it, we can expect that human rights will be threatened in new ways. For example, experts 
consulted by B-Tech raised concerns about the potential fusion of multiple generative AI models 
into single larger systems that autonomously generate inputs and outputs;74 the implications of such 
systems for the autonomous dissemination of huge quantities of disinformation are troubling.75 The 
application of generative AI to armed conflict is also still in its nascency but is sure to accelerate, 
bringing with it serious human rights concerns.76  

All stakeholders should have an interest in ensuring that generative AI can deliver benefits to humanity 
without endangering human rights, both in the near term and in the future. Effectively identifying 
human rights risks linked to generative AI and acting to prevent, mitigate and remedy current and 
future human rights harms is essential to realising this goal. The UNGPs provide the authoritative 
framework for this process.

Conclusion
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